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Fig. 13-5 in Glassner, an artificial neuron
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Usually non-linear
Activation function
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Fig. 13-11 in Glassner, a deep learning neural network (with 3 layers).
This is an example of a dense feedforward neural network, also called a  
multilayer perceptron (MLP)
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Example:
Sentiment analysis
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Example:
Image Labeling
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Example:
video frame labeling, DNA 
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SYNC

Fernando San Segundo
ASYNC
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Example: translation, generative text
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Hidden layers
units (neurons) not shown
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Fig. 19-11 in Glassner, a recurrent neural cell
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Fig. 19-13 in Glassner, an unrolled recurrent neural network, used for NLP tasks (next word prediction)
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in an RNN, the hidden layer receives its input from both the input layer of the current time step and the hidden layer from the previous time step.
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A new kind of input:

Allows the RNN
to have a memory!

Fernando San Segundo
Multilayer network:

return sequences 
is True for "deep"
layers
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Fig. 19-19 in Glassner, a deep RNN (3 layers) in rolled(left) and unrolled form.
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Time axis (in forecasting)
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Different types of  weight matrices in RNNs

Fernando San Segundo
Inout to hidden

Fernando San Segundo
Recurrent
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Hidden to output (or to next layer)
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https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=58337
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1990 PROCEEDINGS OF THE IEEE
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The problem of gradient size in RNNs
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Alternatives:

· Gradient clipping
· Truncated backpropagation

· LSTM
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On the difficulty of training recurrent neural networks by R. Pascanu, T. Mikolov, and Y. Bengio, 2012 (https://arxiv.org/pdf/1211.5063.pdf).
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(Long Short-Term Memory by S. Hochreiter and J. Schmidhuber, Neural Computation, 9(8): 1735-1780, 1997
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Note:

· The LSTM cell essentially replaces the hidden cell of the RNN, but it adds a new recurrent edge, called the state C_t.

· Cell state from previous time step, C_(t–1), is used to get the current state C_t, without being multiplied directly by any weight factor (avoids vanishing or exploding gradient).
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Forget gate
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Input Gate
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Output Gate
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LSTM Cell (modern version)

Adds: gates + state
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Each of these gates is a Neural network with its own set of weights and biases
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Medium post: Animated RNN, LSTM and GRU by   Raimi Karim
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https://towardsdatascience.com/animated-rnn-lstm-and-gru-ef124d06cf45
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Medium post: Illustrated Guide to LSTM’s and GRU’s: A step by step explanation by Michael Phi
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https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21
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Youtube video: Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) by Brandon Rohrer
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https://www.youtube.com/watch?v=WCUNPb-5EYI
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Christopher Olah's tutorial: Understanding LSTM Networks
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https://colah.github.io/posts/2015-08-Understanding-LSTMs
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Output gate
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Input gate
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GRU (Gated Recurrent Unit)
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Introduced in 2014 by Cho et al.
Learning Phrase Representations using RNN Encoder–Decoder for Statistical Machine Translation
https://arxiv.org/pdf/1406.1078v3


Fernando San Segundo
·GRU combine the forget and input gates into a single “update gate.” 

· It also merges the cell state and hidden state

· By simplifying the network structure they can become faster to train
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